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Theorem 4.1. (Sard) Let A, B, C be smooth manifolds of finite dimen-
sions with dim A > dim C, and let F : A x B —> C be a smooth map. 
Assume that c € C is a regular value of F, i.e. for F(a, fe) = c we have that 
the total derivative F'(a, b) : TaAxTf,B —• TCC has maximal rank. Here TaA 
denotes the tangent space of A at a, etc. Then for almost all b G B (in the 
sense of some Lebesgue measure on B) the restricted map F( •, b) : 4̂ —> C 
has c as a regular value. 

^.i . Fixed point problems 

To illustrate the use of Sard's theorem, let us consider a homotopy arising 
from a fixed point problem. Let / : RN —• RN be a smooth map which is 
bounded. According to the theorem of Brouwer (1912), the map / has at 
least one fixed point. To simplify the discussion, let us make the assumption 
that the map IH I - f(x) has zero as a regular value. This implies that 
the fixed points of / are isolated, and that Newton's method converges 
locally. However, the global convergence of Newton's method is by no means 
guaranteed. 

We therefore consider the homotopy 

H(x,X,p) = x-p-X(f(x)-p). (4.1) 

For the trivial level A = 0, we obtain the trivial map H(x,0,p) = x — p 
which has the unique zero point p, our starting point. On the target level 
A = 1, we obtain the target map H(x, l,p) = x — f(x) whose zero points are 
our points of interest, i.e. the fixed points of / . 

Let us illustrate by this example how Sard's theorem is typically employed: 
The Jacobian of H is given by 

H'(x,  X,p) = (Id - Xf'(x),p - f(x), (A - l ) Id) . 

The first N columns of the Jacobian are linearly independent for H(x, A, p) = 
0 and A = 1 due to our assumptions, and clearly the last N columns are 
linearly independent for A ^ 1. Consequently, by Sard's theorem we can 
conclude that for almost all p € ~RN (in the sense of ^-dimensional Lebesgue 
measure) zero is a regular value of the restricted map H( •, • ,p). 

For such a generic choice of p, the solution manifold H( •, • ,p) _ 1 ( 0 ) con-
sists of smooth curves which are either diffeomorphic to the circle or to the 
real line, see Lemma 2.4. Consider the solution curve c(s) = (x(s), X(s)) 
(parametrized for convenience with respect to arclength) such that c(0) = 
(p, 0). It is easy to see that the initial tangent vector in the direction of 
increasing A has the form 

c(0) = (i + \\f(p)-P\\2r1/2(fip\-p), 
and hence the curve is transversal to the plane A = 0. 
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and Hale (1982). In the case that H represents a mapping arising from a 
discretization of an operator of the form H : E\ x R —• E2 where E\ and E2 
represent appropriate Banach spaces, it is usually of interest to approximate 
bifurcation points of the operator equation Ti = 0. Often one can make the 
discretization H in such a way that the resulting discretized equation H = 0 
also has a corresponding bifurcation point. Under reasonable assumptions 
of nondegeneracy it is possible to obtain error estimates for the bifurcation 
point of the original problem 7i = 0. Such studies are presented in the pa-
pers by Brezzi, Rappaz and Raviart (1980a,b, 1981), Crouzeix and Rappaz 
(1990), Fink and Rheinboldt (1983, 1984, 1985) and Liu and Rheinboldt 
(1991). 

Since we are primarily concerned with bifurcation in the numerical curve 
following context, we confine our discussion to the case of the finite dimen-
sional (discretized) equation H = 0. However, we note that the theoretical 
discussion later wil l essentially extend to the Banach space context if we 
assume that H is a Fredholm operator of index one. We wil l discuss how 
certain types of bifurcation points along a solution curve c can be detected, 
and having detected a bifurcation point, how one can numerically switch 
from c onto a bifurcating branch. 

Some of the fundamental results on the numerical solution of bifurcation 
problems are due to Keller (1970), see also Keener and Keller (1974) and 
Keller (1977). The recent literature on the numerical treatment of bifur-
cation is very extensive. For an introduction into the field we suggest the 
lecture notes of Keller (1987). See also the two articles by Doedel, Keller 
and Kernevez (1991a,b) which discuss the use of the software package AUTO. 
For surveys and bibliography we suggest the recent book by Seydel (1988) 
and the recent proceedings (Mittelman and Roose, 1989; Roose, de Dier and 
Spence, 1990; Seydel, Schneider, Kiipper and Troger, 1991). Most authors 
study bifurcation problems in the context of a nonlinear eigenvalue problem 

H(x,X) = 0, 

where A is the eigenvalue parameter which usually has some physical sig-
nificance. Conventionally, the solution branches are parametrized accord-
ing to A. We have taken the viewpoint that the solution branches Cj are 
parametrized with respect to the arclength. There is only one essential 
difference, namely that the former approach also considers folds with res-
pect to A as singularities. 

Such folds are frequently of intrinsic interest, and there are special algo-
rithms for detecting and calculating them. We omit this subject here for 
reasons of space limitations, and refer the interested reader to, e.g., Bol-
stad and Keller (1986), Chan (1984b), Fink and Rheinboldt (1986, 1987), 
Melhem and Rheinboldt (1982), Ponisch and Schwetlick (1981), Schwetlick 
(1984ab) and Ushida and Chua (1984). 
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A standard approach to the determination of bifurcation or other singular 
points is to directly characterize such points by adjoining additional equa-
tions to H — 0 and handling the resulting new set of equations by some 
special iterative method. In this context, continuation methods often are 
used to obtain starting points for these direct methods, see, e.g., Griewank 
(1985), Moore and Spence (1980) and Yang and Keller (1986). A hybrid 
method for handling unstable branches has been developed by Shroff and 
Keller (1991). 

Mittelmann and collaborators have made extensive applications of path 
following and bifurcation methods in the context of minimal surfaces, free 
boundary problems, obstacle problems and variational inequalities, see, e.g., 
Hornung and Mittelmann (1991), Maurer and Mittelmann (1991), Mierse-
mann and Mittelmann (1989-1992) and Mittelmann (1990). 

In view of the extensive literature we can only touch upon the problem 
here, and we wil l confine our discussion to the task of detecting a simple 
bifurcation point along a solution curve c and effecting a branch switching 
numerically. We wil l see that the detection of simple bifurcation points 
requires only minor modifications of predictor-corrector algorithms. A more 
detailed discussion along these lines can be found in Chapter 8 of Allgower 
and Georg (1990). Let us begin by denning a bifurcation point. 

Definitio n 4.4 Suppose that c : J —> R N + l is a smooth curve, defined 
on an open interval J containing zero, and parametrized (for reasons of 
simplicity) with respect to arc length such that H(c(s)) = 0 for s € J. The 
point c(0) is called a bifurcation point of the equation i f = 0 if there exists 
an e > 0 such that every neighbourhood of c(0) contains zero points z of H 
which are not on c(—e,e). 

A n immediate consequence of this definition is that a bifurcation point of 
H — 0 must be a singular point of H. Hence the Jacobian H'(c(0)) must 
have a kernel of dimension at least two. We consider the simplest case: 

Definitio n 4.5 A point u G R N + 1 is called a simple bifurcation point of 
the equation H — 0 if the following conditions hold: 

1. H(u) = 0; 
2. dimker H'(u)  = 2; 

3. e*H"(u)^ ker H'(u)) 2 ^ [ias o n e P o s ^ v e a n < ^ o n e n eg & t i v e eigenvalue, 

where e spans ker H'(u)*. 

Using the well known Liapunov-Schmidt reduction, the following theorem 
can be shown, which is essentially a restatement of a famous result from 
Crandall and Rabinowitz (1971). 

Theorem 4.6 Let u e R N + 1 be a simple bifurcation point of the equa-
tion H = 0. Then there exist two smooth curves c\(s),C2(s) G R-̂ " 1" 1, 




















































































